The evolving science of translating research evidence into clinical practice

Practicing clinicians have to swim in an ocean of clinical research evidence that varies in rigor, consistency, and applicability to the care of individual patients. They are expected to stay up to date, be authoritative, and practice to a high standard. They work in an environment that obliges them to reconcile patient preferences and societal and professional expectations with the need for cost restraint and accountability for quality and safety of care.

The many reports of variations in practice patterns (1) and substandard care (2) have placed increased pressure on clinicians, health care institutions, and professional organizations to improve their ability to provide optimal care. This advancement is essential for the continuation of public trust and funding from public and private payers. Whereas standards of care may be debatable in the absence of definitive evidence, the fact that clinical practice in many instances seems to be at odds with even clear-cut research evidence has become an issue of increasing concern.

What have we learned and what lessons can we apply to minimize the pressure drops in the pipeline from the generation of research evidence to its consistent application in clinical decision making? This editorial looks at 6 models of evidence dissemination that have evolved over the past few decades.

1. Evidence speaking for itself
In the beginning, many researchers and clinicians believed implicitly in the “passive diffusion” model of putting evidence into practice (3). In this naive model, evidence published in journals and publicized at medical conferences would rain down and change clinical practice via an osmotic pressure gradient driven by strength of evidence and magnitude of treatment effect. Where the gradient was strongest, as in the case of large, definitive trials showing commonly used therapies to be, in fact, harmful, change was often dramatic. Examples of this phenomenon are the marked reduction in use of antiarrhythmic agents to prevent sudden cardiac death following myocardial infarction (4) and hormone therapy to prevent recurrence of endometrial cancer (5).

However, systematic reviews of traditional forms of continuing medical education revealed that browsing journals, attending conferences, and listening to didactic lectures (even, or especially, if the scenery was nice) had little effect on changing practice (6).

Training clinicians to search out, appraise, and apply evidence from primary trials was proposed as the best way for increasing the rate of diffusion (7). Empirical evidence suggested that this method bred better-performing clinicians (8). Unfortunately, it became clear that this approach was time consuming and difficult to master for many clinicians, and it seemed to worsen, not improve, information overload (9).

2. Evidence as prepackaged “ready-to-go” knowledge
The past decade has seen the rapid rise of an alternative approach: one of getting information methodologists and content experts to develop packages of high-quality evidence in summary form with clear and succinct bottom lines that would compel busy practitioners to action. Meta-analyses and systematic reviews (10), decision analyses (11), and practice guidelines (12) developed by authoritative groups would synthesize the best evidence from multiple studies and define clinicians’ actions for particular sets of clinical circumstances. This rich knowledge harvest would be publicized and made easily accessible (or “pushed”) to clinicians wherever they practiced. Some evaluative studies suggested such tools promoted better care (12, 13). Learning how to access and verify the integrity of these secondary, preappraised sources of knowledge was now considered more important than skills in critically appraising individual trials (14).

But it still was not enough. Such integrative tools as guidelines and systematic reviews did not gain as much traction in guiding practice as initially hoped (15), either because clinicians were unaware of them or refused to adhere to them for reasons known only to themselves (16).

3. Evidence as an industrial commodity
The next stage was to become more aggressive in guideline implementation—to bring the horse to water and make it drink. Methods akin to Taylorist industrialism flourished in measuring and managing clinician behavior, spawning a whole new field of “implementation” (or evidence-to-practice) research. Educational outreach, case reviews by peers, audit and feedback, reminder systems, patient-mediated prompts, and clinician decision aids composed a constantly running sprinkler system for fertilizing optimal clinical practice from which there would be no escape (17). To these were added multiple tools of persuasion, such as total quality-management systems, administrative and regulatory mandates, financial incentives through case mix–based funding, maintenance of professional standards programs, and public lobbying (18).

But this industrial approach, although having notable effects in some areas, has also not lived up to its initial promise. Its tools exerted appreciable but still modest effects in optimizing care, shifting the absolute proportions of patients receiving optimal care upward by 6% to 13% (19). The downside was that these tools consumed considerable amounts of resources and antagonized many clinicians who, despite being invited to see themselves as leaders of practice reform (20), felt deprofessionalized by a perceived loss in decision-making autonomy. It also became clear that environmental factors inhibiting clinician access to knowledge or its application in everyday practice were more important than clinician ignorance or pigheadedness in retarding progress to best practice (21).

4. Evidence within a framework of systems engineering
So rather than coercing the horse to drink, the new course was to make the water more pleasurable to drink and better understand (continued on page A-9)
what attracts the horse to drink. Electronic information systems that were readily accessible, easy to use, and allowed clinicians to answer their immediate questions in real time at the bedside or in the clinic heralded a new age of instant clinical informatics (22). Here the clinician was offered the means to find (or “pull”) answers to queries the moment they arose in practice. Humans and computers united in a perfect symbiosis that featured not just knowledge retrieval and automated alerts and prompts but also a semblance of artificial intelligence systems that could anticipate, interpret, reason, and advise (22).

Once again some evidence supported the effectiveness of computerized decision support, more so if coupled with electronic medical records (23). But the leap from prototype to conventional has proved elusive. The cognitive psychodynamics, technical reliability, and sociological repercussions of human–machine interfaces are more problematic than first thought (24, 25).

5. Evidence within a Framework of Social Innovation

As ways and means for translating evidence into practice became more complex and sophisticated, so did our approach to understanding and evaluating what motivates and changes human behavior within social systems (26). A previously overlooked factor is the desire of clinicians to belong to, identify with, and achieve recognition within a social group of like-minded people that very much determines their thoughts and actions (27). The social environment of health professionals is governed by norms and customs that can be spoken and explicit, as well as unspoken and hidden, and that can engender both morally desirable and undesirable behaviors (28). Clinician behavior is predicated not on “rational” thought alone but also on the intersection of cognitive and behavioral aspects of the individual with external peer group, organizational, and sociopolitical determinants (27). Changing practice involves a social learning process wherein clinicians must synthesize new knowledge with existing knowledge, beliefs, and attitudes, and learn how to function as a community with new practices.

This complex dynamic is only now being illuminated using qualitative sciences hitherto not commonly employed within the biomedical scientific paradigm (29). Case studies on why guideline recommendations are not followed have revealed not only basic problems with the proposed changes to practice themselves (30) but also barriers of impaired knowledge, attitudes, and skills of clinicians (21) and the “invisible” influences of opinion leaders, group psychology, peer influence, social marketing, organizational characteristics, and economic factors (31–34). The “prece–proceed” model, for example, distinguishes between “predisposing factors” (e.g., knowledge and attitudes of the target clinician group), “enabling factors” (e.g., capacity, resources, and service availability), and “reinforcing factors” (e.g., feedback and opinions and behaviors of others) (35). Changing clinical practice on the basis of new evidence must, therefore, be seen and researched as a form of social innovation, which to be successful requires a better understanding of how such innovations are generated, diffused, and sustained (26).

An inclusive, unifying, conceptual model developed from a recent systematic review of relevant literature by Greenhalgh and colleagues (36) usesfully expands on “state-of-change” theories (37) and the original innovation–diffusion models of McKinlay (38) and Rogers (39). These ideas need to be blended with a better appreciation of 1) the complexity of health care systems and how they adapt to change, threats, and constraints in nonlinear ways (40); 2) the use by clinicians and clinical systems of heuristics (mental shortcuts or rules of thumb) (41), fuzzy logic (logic that does not mandate precisely defined variables or rules) (42), and “mindlines” (implicitly constructed guiding principles or lines of thinking) (43), as well as tacit knowledge; and 3) the nature of “storylines” or “meta-narratives” (44), which influence the direction in which research and practice paradigms evolve.

6. Evidence as Common Property in Need of a Common Language

Another dimension in which better care could be promoted centers on empowering nonclinicians to become more aware of, and to advocate for, care that makes a real difference. Clinicians may need to relinquish their traditionally exclusive stewardship of implementing new medical discoveries and accept the role of patients and other stakeholders as evidence vectors (45). This change will not be easy, given the diverse interpretations that different players often hold of the “same” evidence (46). Patients’ disinclination to follow clinician advice should not be viewed as irrational (or irascible) behavior but a product of assessing the credibility and applicability of that advice against personal perceptions, values, and circumstances. A common language is needed for reconciling research evidence of benefit and harm with patients’ needs and expectations (47). The same applies to health administrators and policy makers who decide critical issues around planning and resourcing health services but who often hold views about what constitutes useful “evidence” that are more pragmatic, politically driven, and “need-it-now” than those of researchers (48).

Once again, research evidence cannot be expected to act as an agent of change in a world of different (and often competing) interests if it is presented in only 1 idiom, that of clinical science. The Cochrane Collaboration is aware of this need and now presents a “plain-language” synopsis of findings for every systematic review it produces. Senior health managers are espousing a similar agenda for rendering health policy making more informed by research evidence (49). Adopting a more universal language of benefit and harm may foster more of a common ownership of evidence that will, it is hoped, lead to a greater shared advocacy for more of what really works in clinical practice and less of what does not.
Redefining the science of clinician behavior change

A better understanding of the processes of translating evidence into practice will require a rethinking of the scientific methods best suited for providing it (50). The traditional hierarchy of evidential rigor has at its pinnacle the ultimate vehicle of investigational reductionism, the randomized clinical trial. Although very successful in evaluating the effects of a single study factor separate from all other potential confounders, this method struggles with complex health care programs (51) and is probably even more inadequate in dealing with the murky, multifaceted terrain of clinician behavior change (52).

Factorial designs, matrix (principal component) analyses, and qualitative methods are needed to disentangle a very clustered and interdependent set of variables in determining what is effective in effecting change within clinical cultures. However, to date, this sort of science has not been a common feature of clinical research or even health services research. But where it has been used, it has yielded some fascinating insights into the determinants of clinical decision making (21, 24, 30–32, 35, 36, 41, 43, 46, 51). Researchers and those who might want to use their work to learn to match the analytical approach—quantitative hypothesis testing or impressionistic investigation—with the nature and complexity of the issues under study.

What of the future?
So how might we proceed in improving evidence uptake into practice? Perhaps the first thing is for those of us working in evidence translation to become more acquainted with the insights into determinants of clinician behavior and a clinician’s view of “compelling evidence” that derive from nonbiomedical theories and disciplines. Armed with better models of behavior change, we might then be more able to map out the barriers to and incentives for evidence uptake operating at the “micro” level of the individual clinician and patient, the “meso” (social and organizational) level of the group or institution, and the “macro” (economic and political) level of administrators and policy makers. At all levels, we need to tease out potential points of leverage identified within social learning theories (53) and other models of human behavior (36). And then, once we have a more complete description of the “physiology” (and “pathophysiology”) of clinical decision making, we can make more informative “diagnoses” of why suboptimal care exists and start devising new “treatments” for optimizing behavior, which could be tested in appropriately designed experiments. Perhaps if we present the problem of evidence-practice gaps in words that allow clinicians to see it as a “complex clinical problem” much like a clinically challenging case, we may ignite a real interest that is currently being repressed by use of obtuse language and repellent theorems (54).
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